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Conversation is different from other sorts of discourse. Perhaps because we all engage in it so often, it seems simple: People who speak the same language send and receive a series of messages in sequence. Actually, it isn’t nearly so simple, because those messages are jointly shaped on a moment-by-moment basis (Clark, 1992, 1996, 1997; Goodwin, 1981; Krauss, 1987; Sacks, Schegloff, & Jefferson, 1974; Schegloff, 1982). Unlike people engaged in monologue or in reading or writing text, conversationalists have the opportunity to rely on their partners in ways that structure the discourse itself.

For example, speakers rely on their partners when they solicit help in completing an utterance, as in this interchange from Wilkes-Gibbs’ (1986) corpus, where B, having trouble finding a word, relies on A’s completion:

A: Every time I get on the elevator when it comes from the fifth floor it has this funny smell.
B: I’ve been using the... uh...
A: stairs?
B: stairs.
A: yeah.
Speakers rely on their partners when they alter what they say midstream based on their addressee's feedback—for example, by amplifying or clarifying their utterances when their addressees appear puzzled or ask what they mean, or by cutting themselves short when their addressees already seem to understand what they are getting at. Speakers who have direct evidence of what is in their partner's visual field can refer to objects differently than speakers who don't know what their partner can see, and speakers who know their partner's cultural background or level of expertise have the opportunity to tailor their utterances more appropriately than speakers or writers who don't know their audience.

Addressees in conversation can rely on their partners, too. They can often assume that utterances are designed with their needs in mind. They can expect speakers to take all of their responses into account: clarification questions, backchannel evidence of comprehension like "uh-huh" or para-linguistic cues of uncertainty like "um," or looks of confusion or impatience. Consider this example from Wilkes-Gibbs (1986), in which B's query shapes A's continuation:

A: We really just disagree on one thing.
B: Which is . . .
A: Which is that he wants to use terms like "mind" and I do not think that they're necessary.

Rather than being passive recipients of speakers' utterances, addressees in conversation can be thought of as co-creators of the utterances (Krauss, 1987).

In this chapter, we first outline features of interactive spoken discourse that distinguish it from other forms of discourse and the research methods that have evolved to examine it. We then review some of the basic facts about production and comprehension in conversation, which show various ways that speakers and addressees take each other into account, or at least seem to. We present arguments from the discourse literature about what sorts of mental processes and representations are needed to explain these findings. Based on these arguments, we lay out a set of theoretical distinctions that need to be kept in mind in the empirical study of conversation. Finally, with these distinctions in mind, we review the burgeoning and controversial empirical literature that focuses on when and whether people adapt their discourse to each other. The strengths and weaknesses of these studies highlight the difficulty of studying conversation both naturally and with experimental control, and they make it clear that the issues are far more complex than they at first appear.

4. INTERACTIVE SPOKEN DISCOURSE

WHAT MAKES INTERACTIVE SPOKEN DISCOURSE UNIQUE?

Conversation has been argued to be the primary site of language use, from which all other forms of discourse, including internal speech, are in some way derivative (e.g., Bakhtin, cited in Todorov, 1984; Clark, 1996; Rommetveit, 1974; Vygotsky, 1962). Although this point is not undisputed, it seems clear that conversation differs in fundamental ways from other sorts of discourse, and thus within the field of discourse studies requires its own theoretical distinctions and methods of study.

The obvious distinguishing feature is that addressees can give speakers immediate feedback and that the medium is speech rather than writing. But there are others. Under Clark and Brennan's (1991) characterization, participants in prototypical face-to-face conversations are physically copresent in the same environment. Face-to-face conversationalists are visible to each other, and so, unlike telephone users, they can make use of each other's head nods, eye gaze, and gestures as they interpret each other. The participants are audible to one another, and so, unlike letter writers or users of Internet chat rooms, they can make use of para-linguistic cues and the timing of each other's utterances to help understand each other. They observe each other's behaviors more or less instantaneously—that is, with no perceptible delay—again unlike in chat rooms or over e-mail. Unadulterated conversational speech, unlike writing or audio recordings, is evanescent and without record; utterances aren't available for replay or further inspection, except in the participants' memories. Conversationalists can produce and receive simultaneously, unlike two-way radio or e-mail users. Unlike writers, conversationalists form their utterances extemporaneously, and they spontaneously determine the actions they take, unlike actors performing scripted lines, survey interviewers asking scripted questions, or participants in traditional religious ceremonies. Finally, conversationalists typically speak for themselves, unlike spokespersons, simultaneous translators, actors, or authors who take a fictitious narrative stance.

A key feature of conversation is that it is far less neat than forms of discourse that allow communicators to edit or plan more carefully before they produce utterances. Consider this interchange (overlapping speech is enclosed in asterisks):

D: uh hoo the next one is um let's see . okay it's similar to the one I said had the periscope
M: yes
Conversational speech is filled with phrases of indeterminate syntax, breakoffs, repairs, disfluencies, and other evidence of speakers' planning, interpretation, and coordination problems. Such bits of evidence have been proposed to function as meaningful displays of speakers' mental states (Clark, 1994, 1996; Clark & Wasow, 1998; Fox Tree & Clark, 1997; Levelt, 1989). Regardless of whether speakers intend these as displays, as Clark (1994, 1996) has argued, listeners can use them to infer how confident speakers are in what they are saying (Brennan & Williams, 1995) and may even use displays such as interrupted words to infer what speakers do not mean (Brennan & Schober, 2001).

Conversation (face to face and on the telephone) differs from other forms of interactive discourse such as voice mail, instant messaging, or e-mail in its granularity, or potential for rapid turn interchange. Turn interchange seems to follow fairly systematic principles (Sacks et al., 1974), although the principles may vary in different cultures (e.g., Moerman, 1987; Reisman, 1974; Schiffrin, 1984; Tannen, 1984, 1994). In spoken conversation, speakers often tend to minimize overlap, perhaps because it is harder to hear when more than one speaker is talking. In other forms of interactive discourse (e.g., with shared electronic whiteboards where several remote communicators can write or draw at once), communication can take place in parallel (Whittaker, Brennan, & Clark, 1991).

Another way that spontaneous spoken discourse differs from other sorts of discourse is in the roles that participants can take (Bell, 1984; Clark 1992, 1997; Clark & Carlson, 1982; Goffman, 1976; McGregor, 1986; Schober & Clark, 1989; Wilkes-Gibbs & Clark, 1992). In a two-party conversation, at any one moment one party is the speaker and the other is the addressee (except when their speech overlaps, when they momentarily play both roles simultaneously); these roles switch from utterance to utterance. A third person who is part of the conversation but isn't currently being addressed is a side participant. A listener who isn't part of the conversation and whose presence is known to the conversationalists is a bystander, and a listener whose presence is unknown to the conversationalists is an eavesdropper. These distinctions don't make as much sense for other forms of discourse, where participant roles need to be characterized differently. For example, even if the author of a novel could be equated with the role of speaker (although it may make more sense for the narrator to be considered the speaker, if anyone is), readers aren't quite addressees (readers can't provide immediate feedback of comprehension), nor are they exactly side participants, bystanders, or eavesdroppers (yet at some level readers are being addressed; see Gerrig, 1994).

A processing theory of conversation must go beyond modeling the participants' individual processes, integrating them into a larger whole. One explicit way to do this has been developed by Clark and Schaefer (1989), whose contribution theory expands on insights from investigators who pay close attention to details of interaction (e.g., Goodwin, 1981; Jefferson, 1974, 1989; Schegloff & Sacks, 1973; Schegloff, 1984, 1987, 1988), as well as insights by philosophers of language (Austin, 1962; Grice, 1975; Searle, 1969). The idea is that any utterance by a speaker in a two-party conversation is simultaneously a presentation by an individual and the start of a contribution at the level of collective action, and should be modeled accordingly. When a speaker presents new information in a turn, this doesn't guarantee that the addressee will understand what was said. The speaker can assume that what was said has been grounded (understood well enough for current purposes) only by getting confirmatory evidence that the addressee has accepted the utterance. Only when the speaker acknowledges that the addressee has accepted the utterance can the original presentation be assumed to have been grounded, and a contribution to have succeeded. This acknowledgment may come easily: if an addressee continues with a relevant next turn, the speaker can presume that the contribution was a success. Or it can take more effort, as when an addressee needs multiturn clarification to understand what the speaker meant.

In so doing, speakers take advantage of another feature of conversation that distinguishes it from other kinds of discourse: the ability of one partner to reduce individual processing effort by relying on the
Speakers in conversation have the advantage that if they have trouble thinking of a word, they can solicit their addressees to complete their utterance (Wilkes-Gibbs, 1995), as in our example at the start of this chapter. Clark and Wilkes-Gibbs (1986) proposed that speakers follow a principle of least collaborative effort. The idea is that speakers don’t merely try to minimize their own effort in producing and comprehending, but rather try to minimize the effort they expend as a pair. This becomes especially visible in situations in which speakers and addressees’ relative abilities or expertise are asymmetrical. For example, speakers who know that their partners won’t easily see things from the speaker’s perspective (e.g., native Long Islanders discussing train timetables with non-natives) will probably put the effort into producing utterances that are intelligible to the non-native (see Bortfeld & Brennan, 1997; Isaacs & Clark, 1987). In the reverse situation, nonexpert speakers might rely on their expert addressees to fill in any missing information. Even though the precise nature of collaborative effort can be difficult to define in less concrete contexts (Schober, 1998a), the notion of least collaborative effort highlights the extent to which conversation is a joint activity, requiring as much coordination between both parties as dancing, shaking hands, or making music together.

**Research Methods**

The two main methods for studying conversational interaction have been analyses of transcribed corpora of conversation collected outside the laboratory and laboratory studies of conversational interaction. Corpus studies have the advantage of ecological validity; in most cases, they represent conversations between unconstrained speakers who conversed for real-life purposes not set for them by an experimenter. They have the disadvantage that corpus researchers are usually overhearers: because there is no independent evidence about what speakers intended and addressees comprehended, researchers must make inferences about intentions and mental processes based purely on the transcript. Another methodological issue for corpus analyses is what is considered an appropriate sample size for generalizing about the phenomena under consideration. On one end of the spectrum, ethnographic studies by conversation analysts have contributed many important insights into the moment-by-moment processes of coordination between conversational partners. However, these results are typically based on just a handful of examples of a conversational phenomenon like third-position repair (speaker A repairs B’s misunderstanding of A’s original utterance) to demonstrate the existence of the phenomenon and are less concerned with the frequency or generalizability of the phenomenon. On the other end of the spectrum, large-scale corpus analyses rely on frequency counts of the phenomena they examine (e.g., Bortfeld et al., 2001; Clark & Wasow, 1998; Fox Tree & Clark, 1997; Poest & Vieira, 1998), which runs the risk of lumping together phenomena that aren’t strictly the same.

Laboratory studies of task-oriented conversation have the advantage of allowing researchers to assess speakers’ intentions and addressees’ comprehension independently of the conversation, through external behaviors like grasping and moving objects. They have the disadvantage of limiting themselves to task-oriented conversation, which may differ in important ways from small talk at a cocktail party, flirting, greetings with coworkers, or shooting the breeze. And even within task-oriented paradigms, conversations are shaped differently by different tasks.

Our focus in this chapter is on laboratory studies because we believe they most directly allow investigation of the mental processes and representations underlying conversation. However, we also believe that corpus analyses are important complements to laboratory results and provide useful checks of the generalizability of laboratory results.

The most frequently used method for studying conversational process in the laboratory is some variant of the referential communication task, which can be traced back to Piaget’s ideas in the 1920s (see Yule, 1997), but which began to be used more frequently again in the 1960s (e.g., Glucksberg et al., 1966; Krauss & Glucksberg, 1969; Krauss & Weinheimer, 1964, 1966). In the referential communication task, two people carry out a task in which one person knows information that the other needs; the task can be carried out only through conversation. The person who knows the information has variously been called sender (Krauss & Weinheimer, 1964), director (Clark & Wilkes-Gibbs, 1986), information giver (Garrod & Anderson, 1987), instructor (Lloyd, 1991), explainer (Blakar, 1984), expert (Kraut, Miller, & Siegel, 1996), and announcer (Brennan, 1995), and the other party has been called, respectively, receiver, matcher, information follower, instructee, follower, worker, or audience. The information itself varies from task to task. In some, one partner describes objects or shapes for the other, who has several objects or shapes to choose from. In others, one partner has route information on a map that the other needs—information about how to construct a model, location information on a display, or expertise on how to repair or assemble machinery. In still others, one partner may refer to actions on a videotape that the other partner has to answer questions about later.
This basic setup allows for all sorts of variations in the nature of the material to be discussed (real physical objects, photographs, objects on computer screens, maps, mazes, missing cells in a spreadsheet, actions, stories, objects with common lexicalized labels vs. difficult to describe objects), the set of alternative objects the matcher must choose from (or what Olson [1970] called the referent array), and whether the two parties' materials or perspectives on the materials are identical. Experimenters can vary how often the director must refer and whether the matcher and director switch roles. They can manipulate whether the matcher is another experimental participant or a confederate, whether participants are experts or novices in the task domain (Isaacs & Clark, 1987), adults or children (Glucksberg et al., 1966), strangers or acquaintances (Fussell & Krauss, 1989; Schober & Carstensen, 2002), and native or non-native speakers (Bortfeld & Brennan, 1997).

They can manipulate whether speakers are in the same physical space or talk over the telephone, whether they can see each other's faces (Boyle, Anderson, & Newlands, 1994) and each others' displays (Brennan, 1990), whether they are seated close by or at a distance (Karsenty, 1999), and whether they are side to side or at some other offset (Schober, 1993, 1995).

The benefit of this sort of task over simple observation or corpus analysis is that it provides a number of potentially objective measures. Intentions are less mysterious because they are constrained by the task, and comprehension can be measured via task performance. At a coarse grain, measures include success or failure at the task and time elapsed. At a medium grain, measures include how a speaker chooses to linearize discourse entities (the assumption is that when an entity is available early in planning, it is mentioned early in the utterance; see Bock, 1995; Levelt, 1989). At a fine grain, measures include the time course of a partner's performance, such as the timing of hand movements in reaching for an object, computer mouse movements traversing a map on a screen, and eye movements. The assumption with such online measures is that what is currently reached for, moved toward, or gazed at is information about what is currently being processed or under consideration.

**BASIC FINDINGS**

Across a range of referential communication and production studies (for a lengthier review, see Krauss & Fussell, 1996), some phenomena are quite robust. One consistent finding is that when speakers re-refer to objects that they have discussed earlier, their references change in various ways. First, referring expressions become shorter but are just as comprehensible by their addressees (Bortfeld & Brennan, 1997; Carroll, 1980; Clark & Wilkes-Gibbs, 1986; Fussell & Krauss, 1992; Isaacs & Clark, 1987; Krauss & Weinheimer, 1964, 1966; Schober & Clark, 1989). Another regularity is that speakers tend to go from using indefinite descriptions like a lawyer or some houses to definite descriptions like the lawyer and those houses on repeated referring to the same objects (Clark & Wilkes-Gibbs, 1986; Hupert & Chantraine, 1992; Wilkes-Gibbs & Clark, 1992).

One explanation for these changes in successive referring has been that people in conversation accrue common ground or achieve joint perspectives that they rely on later. Consider the representative example in Fig. 4.1 (Brennan, 2000, from a corpus collected by Stellmann & Brennan, 1993). A and B, separated by a barrier, were trying to match sets of duplicate pictures of tangrams (abstract geometric objects). The first interchange about a given tangram took many words, several turns, and much time. Figure 4.1 (Trial 1) shows a typical first interchange; A and B produced several proposals for how to conceptualize the tangram and finally settled on one of these. After finding the right tangram, they matched (on average) 11 more and changed director/matcher roles. By the next time they referred to the tangram (in Trial

**Trial 1**

A: ah boy this one ah boy all right it looks kinda like, on the right top there's a square that looks diagonal

B: uh huh

A: and you have sort of another like rectangle shape, the like a triangle, angled, and on the bottom it's ah I don't know what that is, glass shaped

B: all right I think I got it

A: it's almost like a person kind of in a weird way

B: yeah like a monk praying or something

A: right yeah good great

B: all right I got it

**Trial 2**

B: 9 is that monk praying

A: yup

**Trial 3**

A: number 3 is the monk

B: ok

**Fig. 4.1.** Two people in search of a perspective.
2). the process of referring had become remarkably efficient because they could rely on a conceptual precedent (see Brennan & Clark, 1996) about how to view and label it. Although this process is most evident with atypical or complex objects, it happens as well in discussions of more common objects such as postcards of landmarks (Isaacs & Clark, 1987), maps (Brennan, 1990; Wilkes-Gibbs, 1986), common objects (Bortfeld & Brennan, 1997; Brennan & Clark, 1996; Fussell & Krauss, 1992), or photographs of children (Schober & Carstensen, 2002).

A second robust finding in spoken language production studies is that repeated tokens of a word (representing given information) are reduced in duration compared to the word’s first mention (representing new information: Bard et al., 2000; Fowler & Housum, 1987; McAllister et al., 1994; Samuel & Troicki, 1998). And the same word uttered under less predictable circumstances will be articulated more clearly. For example, when speakers utter the word nine, they articulate the word more clearly in a sentence like “the next number is nine” than in a sentence in which the word is highly predictable, like “a stitch in time saves nine” (Lieberman, 1963).

As Fig. 4.1 demonstrates, the shortening of expressions on repeated referring is striking when speakers address a partner who is allowed to interact freely. However, this phenomenon is strongly attenuated when speakers address a silent partner, an imaginary partner, or a tape recorder (Krauss & Weinheimer, 1966; Schober, 1993). This illustrates a third fundamental finding: Speaking in dialogue differs from speaking in monologue. The words produced by speakers describing tangrams in dialogue are of shorter duration than the exact same words produced in monologues, and speakers in dialogue shorten these words on second mention in dialogue far more than they shorten words in monologue (McAllister et al., 1994). And speakers describing locations to interacting partners were more likely to do so from their own perspectives (e.g., describing a location as “on the right” when this was true from their own vantage point, but not their partner’s), whereas speakers with imaginary partners were more likely to take the partner’s perspective (Schober, 1993).

A fourth fundamental finding is that speakers produce descriptions that appear to be tailored to particular addressees. These descriptions may be based on speakers’ prior beliefs about the addressee or on judgments about the addressee’s needs in the current situation (see Krauss & Fussell, 1996, for discussion). An oft-cited experiment by Kingsbury (1968) demonstrates the power of speakers’ prior beliefs about addressees: Speakers on a Boston city street gave an addressee who had asked for directions longer and more detailed instructions when the addressee appeared to be from out of town (based on dress and accent) than when the addressee appeared to be a local (see also Isaacs & Clark, 1987). In another study, speakers’ gender stereotypes influenced their choices of referring expressions (Fussell & Krauss, 1992).

Choices of expressions on repeated referring appear to be based on the recent dialogue history with a particular conversational partner as well, as Brennan and Clark (1996) demonstrated. In their studies, speakers who had evolved informative referring expressions (e.g., the man’s penny loafer) with a particular partner continued to use those expressions even when the environment changed to allow simpler expressions to be used, whereas with new partners, speakers referring to the same objects tended to return to the basic level terms (e.g., shoe). Speakers often say more than they need to, despite Grice’s (1975) maxim of quantity, which suggests that cooperative speakers are only as informative as they need to be. Such choices of course may be due to the speakers’ own needs; speakers may mention what is particularly salient about an object rather than only what should be needed for listeners to identify it (Ford & Olson, 1975; Mangold & Fobel, 1988) particularly if they begin describing it before observing the other objects it needs to be distinguished from (Deutsch & Pechmann, 1982; Pechmann, 1989). Yet speakers seem to rely on more than just what they themselves find salient, adding additional descriptors when referents have what Hupet, Seron, and Chantraine (1991) have called “low discriminability” (when addressees are more likely to have trouble identifying them).

The corollary to this finding is that conceptual precedents set with successive partners can lead to a surprising degree of group consensus in a short time without explicit discussion of what the conventions should be. Garrod and Doherty (1994) demonstrated that, in a group of eight pairs of speakers referring to locations in a maze, individual pairs tended to come up with fairly idiosyncratic schemes. When they subsequently switched partners to discuss similar mazes with others in the group, the schemes began to converge. Within three to five partner switches, the entire group of pairs had converged on the same scheme. This suggests that community-wide discourse conventions can arise fairly easily as local conceptual precedents are refined.

A fifth fundamental finding concerns the experience of the addressee: Listening is not the same as being addressed. In a referential communication study by Schober and Clark (1989), matchers who interacted freely with directors did better at matching tangrams than eavesdropping matchers who did the same task silently and covertly, although both kinds of matchers heard the entire conversation. Even
when another group of silent matchers did the task later by listening to a tape recording that they could stop and start at will (presumably making it easier for them to keep up with the task), they did not do as well as the matchers who could freely interact with the directors (for a convergent finding, see Kraut, Lewis, & Swezy, 1982). Addressees also comprehend speakers’ utterances differently than do side participants and bystanders (Wilkes-Gibbs & Clark, 1992). And better than no interaction at all is listening to others interact: noninteracting matchers did better at a referential communication task when they listened to recorded dialogues than when they listened to monologues (Fox Tree, 1999).

**ARGUMENTS ABOUT WHEN—AND WHETHER—ADAPTATION OCCURS**

These findings show that in interactive discourse speakers often make choices that benefit listeners, as when adults and older children simplify their syntax and exaggerate their prosody for younger children (Fernald & Simon, 1984; Shatz & Gelman, 1973) or when speakers vary what they mention and how they mention it depending on what their addressees can see (Boyle et al., 1994; Brennan, 1990; Lockridge & Brennan, 2002). And listeners behave in ways that suggest that they are adapting to speakers, as when they interpret utterances differently depending on who uttered them (consider how differently one might interpret the intention underlying the question “How much do you earn per year?” if it’s asked by a prospective employer, tax auditor, date, telephone market researcher, or doting relative; see Schober, 1999). But to what extent are these true adaptations, rather than simply egocentric behaviors that look like adaptations? How much adaptation is really required for successful conversational coordination, and when does the adaptation occur? Do people need elaborate mental models of their conversational partners in order to coordinate, or can they rely on less elaborate cues?

Researchers have made various arguments in the discourse literature about these questions. One argument (Clark & Marshall, 1981) arises from the proposal that the use of definite references like the sofa requires speakers to model what they mutually know. The idea is that for a speaker to talk about the sofa (as opposed to a sofa or some sofa), she must believe that her listener can determine which particular sofa she is talking about (that the listener must be currently attending to the right sofa or be able to easily figure out which sofa is the right one). Technically, this isn’t sufficient; the listener must also believe that the speaker believes that the listener knows which particular sofa is under discussion, and the speaker must believe that the listener believes that the speaker believes that the listener knows which particular sofa is being referred to, and so forth. Of course true mutual knowledge can’t really be computed because it entails a recursive series of such beliefs about the partner’s beliefs. In practice, Clark and Marshall’s argument goes, speakers rely on assumptions that don’t require infinite computation.

These assumptions about what is mutually known are based on three main kinds of information: physical copresence, linguistic copresence, and community co-membership. Using physical copresence, speakers and listeners can assume that the objects in their immediate perceptual field, to which they could both potentially attend (and which, in fact, they may see each other attending to), are mutually known. Based on linguistic copresence, speakers and listeners can assume that what they have said to each other in current or previous conversations can be assumed to be mutually known. And based on their assumptions about community co-membership, speakers and listeners can assume that they mutually know various facts, beliefs, and assumptions that are shared within the many communities to which they both belong. At the most generic end of the spectrum, two adults who are both native English speakers can assume that a great number of words and constructions is intelligible to each other. And at the more particular end of the spectrum, two people who have lived together for years can assume that their particular shared vacations, meals, disagreements, and private jokes are mutually known and can be referred to. In between, the many other sorts of groups that people can belong to, by choice or not—families, professions, genders, age groups, cities, nations, religions, ethnicities—can provide further bases forassuming community-based mutual knowledge.

This matters for our current purposes because it proposes that whenever a speaker does something so simple as to use the definite article the, she must be relying on personal or cultural common ground with a particular audience. This requires that, in Clark and Marshall’s (1981) terms, “we carry around rather detailed models of people we know, especially of people we know well” (p. 55). The argument is that having common ground with a partner requires a mental representation of the partner. That is, as speakers shift from one conversational partner to another, they switch gears much as they would when turning from talking with an English speaker to talking with a French one—activating one set of information and deactivating the other set.

According to Clark and Marshall (1981), the level of detail of the information that comes into play depends on how much speakers and listeners know about each other. When strangers meet, they can make
only generic assumptions about the communities to which each other belongs, based on appearance (e.g., woman in a postal uniform, young guy holding a toy truck, man in an expensive suit with a stylish haircut) and the situations they happen to be in (e.g., behind the counter at the post office, at the playground, at a bon voyage party). When strangers meet, their introductions and greetings often help them quickly determine some basic facts about each other that help narrow down the communities to which they belong: where they are from, their professions, their interests. The longer people know each other, the more information they have to draw on about which communities they do share and don’t share, and this allows them to produce and interpret utterances appropriately.

A quite different possibility for explaining the apparent adaptation between conversational partners is represented by Garrod and Anderson’s (1987) proposal that speakers and listeners in conversation rely on an output-input coordination principle. The idea is that conversationalists don’t need to have detailed models of each other in order to perform at least some kinds of speech adaptation. A speaker who uses the same words her partner did, for example, needs only to adopt the most recent successful referring expression her partner produced; output is based on the most recent input, and the dialogue history before that should not matter. Output-input coordination is an extremely local and literal form of coordination. The speaker takes the lead role with the addressee as follower (see also Sperber & Wilson, 1986).

Another logical possibility is represented by Brennan and Clark’s (1996) notion of conceptual pacts, or temporary, flexible agreements by partners to conceptualize an object in the same way. On this view, a speaker’s initial referring expression represents a proposal for a perspective on an object, which the addressee then ratifies or revises. The initial referring expression may be marked as a proposal via hedges (e.g., “a car, sort of silvery purple colored”), which drop out on re-referencing. Two partners may have reached a conceptual pact by reusing the same or similar expressions. This view differs from output-input coordination in that a conceptual pact is not local; the more well established a pact is between two people (the more often they have used it to refer to an object, in Brennan and Clark’s experiments), the more likely it is to persist. Unlike Clark and Marshall’s view, a conceptual pact need not be based on a model of a partner’s knowledge, but may be shaped and maintained by the partner’s feedback.

In fact, this sort of simple, local adaptation underlies some successful interactive conversational software programs (e.g., Brennan, 1988; Graesser, Person, Harter, & the Tutoring Research Group, 2001).
Another set of arguments in the discourse literature focuses less on whether speakers and listeners adapt to each other, but when they do. Keysar and colleagues proposed a perspective adjustment theory (Keysar, Barr, & Horton, 1998), also called monitoring and adjustment (Horton & Keysar, 1996) from the perspective of the speaker or unrestricted search (Keysar, Barr, Balin, & Paek, 1998) from the perspective of the addressee. This theory proposes that, although speakers and addressees often ultimately make the appropriate adaptations to each other, their initial processing is always egocentric, and “common ground . . . only plays a role in monitoring” (Horton & Keysar, 1996, p. 91). On this proposal, speakers monitor whether the utterances they have already designed are appropriate from their addressees’ perspectives and adjust to their partners only as a repair when they notice inelicitly. Similarly, addressees first interpret utterances from their own perspective and only later adjust their interpretations to match what speakers might have intended from their (speakers’) perspectives.

Horton and Keysar (1996) pitted their monitoring and adjustment theory against an extreme alternative, initial design, in which interpretation is restricted to only the information that is in common ground. Their initial design alternative takes seriously suggestions like Clark and Carlson’s (1981) that “when a listener tries to understand what a speaker means, the process he goes through can limit memory access to information that is common ground between the speaker and his addressee” (p. 328), and Clark, Schreuder and Buttrick’s (1983) proposal that “all the information the listener should ever appeal to is the speaker’s and addressee’s common ground” (p. 258). Horton and Keysar’s initial design formulation strips the original proposals of some of their nuances; for example, it leaves out that people recognize that speakers can misjudge common ground (Clark, Schreuder, & Buttrick, 1983) and that speakers may take shortcuts in planning in order to produce an utterance sooner (Clark & Wilkes-Gibbs, 1986). But it creates a clear and testable processing alternative (although see Polichak & Gerrig, 1998, for arguments on its implausibility).

In considering when partner models come into play, we can distinguish among these two extreme possibilities and a dual process account (Bard & Aylett, 2000) or what Hanna, Tanenhaus, Trueswell, and Novick (2002) called a probabilistic or constraint-based account. In both the Bard and Aylett and Hanna et al. approaches, adapting to a partner is not a two-stage process, first egocentric and then adjusted. Rather, alternative interpretations or distinct processes proceed in parallel, as Tanenhaus and colleagues (e.g., Tanenhaus,
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Spivey-Knowlton, Eberhard, & Sedivy, 1995) have proposed for the language processing system more generally. Bard et al. (2000) emphasized a difference between fast automatic processes and slower controlled processes in language production. Fast automatic processes, like priming, would likely be impervious to any information about addressees and “default" to entirely egocentric processing. Controlled processes, such as updating and assessing models of a conversational partner’s informational needs, would proceed simultaneously but more slowly. Under time pressure (e.g., as Horton & Keysar 1996 concluded from their study), speakers and listeners may rely on just the fast, automatic processes and thereby fail to take their partners into account. As Polichak and Gerrig (1998) pointed out, common ground (including the potential for physical copresence) was proposed by Clark and Marshall (1981) to be a source of inferences about what partners know, and so it should not be surprising if such inferences require time and effort. It would be extremely unlikely (and computationally infeasible) if interlocutors routinely pre-computed all relevant information according to whether it was in common ground (Polichak & Gerrig, 1998).

The distinction between more controlled and more automatic processing raises the likelihood that different stages of language processing should be more or less amenable to a partner’s influence (see Bard & Aylett, 2000). For example, if articulation is more automatic than the word selection that precedes it (see Levelt, 1989), it might be less likely to be affected by a partner’s informational needs.

THEORETICAL DISTINCTIONS

These considerations show that the question of if, when, and how conversationalists take each other into account is far more complex than it at first appears. There are a number of critical distinctions to keep in mind. First, there are several different possibilities for adjustment:

1. Specific-partner adjustments. In speaking, such adjustments would involve making choices based on what the speaker believes this specific partner will understand. In understanding, such adjustments could involve using what the addressee knows about this specific speaker to avoid any ambiguities, better recognize the speaker’s intentions, and guide relevant inferences.

2. Cultural/community/group-based adjustments. In speaking, speakers make choices based on what they believe a member of a par-
particular group (age, gender, ethnicity, club, neighborhood, family) can understand. For example, bilinguals mix words from both languages only to addressees with whom they share those languages and not to monolingual speakers. In understanding, addressees take the group context into account in interpreting specialized language (e.g., jargon, slang) and making relevant inferences.

3. Generic partner adjustments. Speakers make choices that the typical user of the language would find easiest to comprehend; addressees make assumptions for processing that would be warranted for any speaker of the language.4

4. No adjustments (egocentric processing). Processing is based on speakers' or addressees' own ease of production or comprehension. This may or may not benefit a partner, too.

Note that the adjustments that partners make may be based on information copresent to them (that the partners mutually know), or it can be based on information that one partner happens to know about the other (not in common ground).

Second, speakers and addressees might make these adjustments for any or all of the various aspects of spoken language use that psycholinguists have catalogued (see Bock, 1995; Leventhal, 1989, for models of the processes involved in language production). Speakers might adjust word choice, pronunciation or other articulatory features (e.g., word duration), syntactic structure, sentence-level topic selection, or higher level discourse planning. For example, a New York native giving subway directions to a non-New Yorker could potentially select different words than she would when speaking with another New Yorker (“the number 2 train over there” rather than “the uptown IRT”). She might adjust her pronunciation for her addressee (“Forget about it” instead of “Fuggedaboutdit”). She might clarify her syntax to maximize the chances of being understood amid the surrounding chaos, saying, “the train that you should take” rather than “the train you take”). She might organize her sentences to be as clear as possible to the uninstructed (“When you leave the station, go up the stairs to your left” rather than “Go to the northeast corner”) and organize her entire discourse to be as helpful as possible (“This will be complicated—are you ready? First you take the number 2 train over there to 42nd Street, and transfer to the 1 or 9” rather than “Transfer to the local at Times Square”).

Correspondingly, addressees might adjust their comprehension of speakers’ intentions for any of these aspects of language use. For ex-

ample, a father being addressed by his daughter must adapt to her nonadult pronunciation (blanky rather than blanket), word choice (doggle instead of horse), protosyntax (upl rather please pick me up), and difficult-to-interpret sequencing of information. Some of his adaptations are likely to be generic, others group level (what children his daughter’s age are likely to say), and others quite individualized (what his daughter in particular says).

Third, if adaptations occur, their time course needs to be specified. Speakers and addressees who ultimately adapt to their partners may take their partner into account from the first moments of processing or they might adjust only later when they recognize a discrepancy. Or they might process several alternatives in parallel. How they do this may vary for different aspects of language use: that is, some aspects of language use (e.g., higher level discourse plans) may be more amenable to controlled adjustment than others (e.g., motor processing during articulation). Following Gerrig’s (1986) distinction between processes and products of language use, we argue that both the processes and ultimate products of partner adaptation need to be elucidated. But the processes involved in partner adaptation are likely to unfold over longer stretches of time than most language researchers usually consider.

Even the simplest models that conversationalists might create of each other would have to be built up as interaction progresses. To borrow from Gibbs (1994), the first few milliseconds of processing are important, but so are later moments of integration, interpretation, and appreciation.

These three variables—type of adaptation, aspect of language processing, and time course—define a complex potential space of partner adaptation. To further complicate matters, in actual conversation, additional factors are likely to come into play. Conversationalists’ knowledge of differences in perspective, ability to see things from the partner’s point of view, and motivation for doing so can affect when and how they adapt to each other.

Knowledge

Speakers and addressees can adapt to each other only to the extent that they are aware of differences in their perspectives and informational needs. To carry out group/community-based adaptation, they need to be aware of which groups their partners belong to and understand what pieces of knowledge come with membership in those groups. To carry out individualized adaptation, they need to know the individuals’ characteristics. Sometimes the immediate physical environment supports the knowledge that conversational partners need in

4Some generic adjustments might be context specific, as when speakers speak more loudly to addressees at a distance.
order to adapt; for example, adapting to one’s partner’s point of view when describing a location is relatively straightforward if one can see one’s partner (Schober, 1993, 1995). But keeping in mind the partner’s group membership, conceptual preferences, conversational agenda, or world view is much less straightforward, as it relies less on direct or perceptual evidence and more on memory and inferences (Schober, 1998a).

In fact, the evidence is that people are far from perfect at estimating others’ knowledge. Undergraduates who were asked to rate public figures for the extent to which the figures would be known to other undergraduates overestimated the identifiability of figures they themselves knew and underestimated the identifiability of figures they didn’t themselves know (Fussell & Krauss, 1992). As Nickerson’s (1999) review shows, this tendency for people’s estimates to be biased in the direction of their own knowledge has been found in various knowledge domains (see e.g., Bromme & Nükleus, 1998; Fussell & Krauss 1991, 1992; Nickerson, Baddeley, & Freeman, 1987). In some contexts, people can even be shown to be biased in assessing their own knowledge accurately, claiming to have known more in hindsight than they did earlier and generally overestimating what they know (for reviews, see e.g., Keren, 1991; Lichtenstein, Fischhoff, & Phillips, 1982).

To adjust appropriately, not only must speakers and addressees assess each other’s knowledge, but they also must know what the appropriate adjustments are and when to deploy them. If they don’t, they are liable to adjust ineffectively (see Horton & Gerrig, in press). The native speaker who speaks more loudly for the non-native addressee has appropriately assessed the partner’s group membership and is carrying out a group-based adjustment, but she has inappropriately judged what the right adjustment might be (in fact, it may be the only adjustment she is capable of making). Similarly, an addressee who knows the speaker is a child may incorrectly assume that all single-word utterances are requests, although he has correctly assessed the speaker’s group membership and lack of adult syntactic ability.

**Ability**

Even when people are fully knowledgeable about their conversational partner’s perspective, they may vary in their momentary or chronic levels of ability to adapt to their partners, at least within particular domains. At the momentary level, conversationalists under greater cognitive load may have fewer attentional resources available to devote to the work that adapting to a partner requires (Flavell et al., 1968; Horton & Keysar, 1996). This is likely when discourse tasks are partic-
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ularly difficult (Bard et al., 2000), raising the possibility that the nature of the discourse task could play a role in contradictory findings about partner adjustments.

At the chronic level, some people may be more egocentric than others—that is, they may lack general perspective-taking skills (Davis, 1983). Others may lack the expertise or ability within a particular domain of discussion that would enable them to take another’s point of view. For example, in one study (Schober, 1998b), people with low spatial (mental rotation) ability were far less likely to accurately produce or comprehend descriptions of locations from their partner’s point of view than people with high spatial ability.

**Motivation**

Even if people know their partner’s perspective and are able to adapt to it, they may not be willing to, depending on their goals. People who are not getting along are, in fact, likely to diverge on various features of their speech as conversation proceeds (Bly, 1993; Danet, 1980; Giles, Coupland, & Coupland, 1991). According to Brown and Levinson (1987), adapting to a partner’s perspective is usually more polite than requiring the partner to adapt because it imposes less on the partner. Speakers continually monitor each other to achieve the desired levels of politeness; if they don’t intend to be polite, they adapt less. This is supported by findings like Graf’s (described in Herrmann, 1988) that students describing the location of a plant’s position in a room to an addressee represented by a puppet took their partner’s perspective far more often when they were told that their addressee represented a professor than when it was supposed to be a fellow student. Presumably this kind of influence on adaptation is fairly high level and controlled.

Finally, we should note additional complexities in the notion of egocentrism. What may look like egocentric behavior could actually turn out to be the result of sophisticated consideration of one’s partner (Schober, 1998a). For example, imagine that a speaker with low spatial ability is fully aware that his partner has high spatial ability. If he chooses to describe a location from his own perspective on the assumption that his partner can easily see things from his point of view, has he really behaved egocentrically? At some level, such a speaker has considered his own and his partner’s needs and has made a judgment that reflects the balance between the two (or that minimizes the collaborative effort they expend together), which hardly seems like an egocentric judgment. Of course the speaker’s behavior alone doesn’t allow us to know whether this has happened (see Keysar, 1997), but the point is that just as what looks like a partner adjustment may not
really be one, what looks like egocentric behavior may not really be
egocentric.

A related complication to the notion of egocentric processing is the
necessity of distinguishing between truly not knowing or processing
the partner’s point of view and constraint-based processing. In con-
straint-based processing, listeners use whatever information is avail-
able to them at the moment, including, for example, information relat-
ed to a speaker’s goals that may serve to determine what a speaker
means by an ambiguous referring expressions (see Hanna, 2001). If
egocentric information is more accessible, it may win out. But this is
no guarantee that the partner-based information wasn’t being pro-
cessing simultaneously (see Bard & Aylett, 2000; Hanna et al., 2002).

From these various theoretical considerations, it is clear that at any
one moment of production or comprehension, people may be taking
many sources of information into account at different stages of language
processing. Various situational features could affect how much or in
what ways a particular partner model is elaborated. The extent to which
conversationalists pay attention to the relevant details of the conversa-
tional partner’s knowledge is likely affected by both parties’ conversa-
tional agendas, how much they like each other, the nature and the im-
portance or difficulty of the task at hand, and various other factors.

THE ROLE OF THE PARTNER IN LANGUAGE PROCESSING:
EMPIRICAL FINDINGS

With these theoretical distinctions and caveats in mind, we next lay out
relevant empirical findings about whether, how, and when speakers
and addressees adjust to each other in processing. These studies have
varied speakers’ and addressees’ knowledge systematically to look at
online effects of partners’ knowledge on utterance production, utter-
ance interpretation, and language use in conversation. The challenge
these studies face is establishing the experimental control required to
measure processing while maintaining the realistic interpersonal set-
ing in which interactive spoken discourse occurs. The findings are
inconclusive, with some studies suggesting that speakers or addres-
sees do not take each other into account in the earliest moments of pro-
cessing and others suggesting they do.

Effects of Addressee Knowledge on Speaking

An early study (Brown & Dell, 1987; Dell & Brown, 1991) focused on
how speakers express typical and atypical information when the ad-
dresssee has more or less ability to infer this information. The rationale
was that instruments that are easily inferrable (as knife is from stab)
are often not mentioned explicitly because they represent predictable
attributes in a schema, whereas atypical instruments that depart from
the prototypical value of an attribute (as ice pick does in a stabbing) are
tagged and highly available during utterance planning. From the
speaker’s perspective, this means that an atypical instrument is more
likely to be mentioned explicitly than a typical instrument, as well as
more likely to be mentioned in the same syntactic clause with the main
action. The interesting question is whether the pattern of mention is af-
fected by the needs of the addressee.

Brown and Dell had speakers retell very short stories to confedera
dresses, to examine how the speakers chose to mention the instru-
ments used to perform the stories’ main actions. Storytellers saw a
picture illustrating each story along with its instrument. In half of the
pairs, the addressee saw a copy of the same picture; for the other half,
the addressee had no picture, and the speaker was aware of this. The
reasoning was that if storytellers simply did what was easiest for them-
selves, they should mention atypical instruments more often than typi-
cal ones regardless of whether their addressee could see a picture. If,
on the other hand, storytellers adjusted to their addressees, they
should be most likely to mention atypical instruments when their part-
ners did not have pictures because there would be no way for the ad-
dresssee to infer the instruments.

Brown and Dell concluded that storytellers’ choices of whether and
how to mention instruments were impervious to addressees’ needs, at
least in early utterance planning. That is, atypical instruments were
mentioned more often than typical instruments as expected (and more
often within the same clause with the target verb than typical instru-
ments), but whether the addressee could see a picture did not seem to
matter. The only reliable addressee effect was that storytellers men-
tioned instruments in separate clauses after the verb more often when
the addressee could not see a picture than when the addressee could.
Brown and Dell proposed that this represented a relatively late adjust-
ment or repair on the part of the storytellers. They reported no evi-
dence for any early adjustments to addressees.

This experiment has the merit that it involved an actual addressee
who was introduced to the storyteller as another experimental partic-
iant, unlike in many studies of language production with no explicit
audece at all. However, no detail was provided about the confeder-
ate’s responses during the storytelling task; this is of concern because
the latency and content of an addressee’s feedback can affect what
speakers say. For instance, in other experiments that used a storytell-
ing task in which addressees’ feedback was disrupted by having to do
a distracting secondary task, speakers told the stories in less detail (Bavelas, Coates, & Johnson, 2000; Pasupathi, Stallworth, & Murdoch, 1998). Thus, although the use of confederate addressees can be carefully staged so that subjects do not report suspicions about their partners, it is possible that confederates may not always provide the same kind of feedback that uninformed addressees do. This caveat applies to the Brown and Dell study, in which two confederates each heard the same stories dozens of times. Under normal circumstances, when addressees believe they already know what speakers are saying, they would probably deliver acknowledgments more quickly than when the information is new to them (see Lockridge & Brennan, 2002). If the confederate’s backchannels were too prompt, the speakers may have concluded that their addressee understood the stories all too well regardless of whether they had visual copresence.

A second feature of Brown and Dell’s study that may have affected the results is that it simulated physical copresence: speakers and addressees had separate displays and were not able to easily make eye contact and monitor each other’s attention to the same display. A final caveat is that the findings of Brown and Dell’s most relevant to our questions were null findings, which are difficult to interpret. One relevant comparison did approach significance: Speakers were marginally (p = .09) less likely to explicitly mention either sort of instrument (typical or atypical) when addressees had pictures than when they did not. If this effect were reliable, it could be construed as a coarse adjustment to addressees’ having pictures.

Lockridge and Brennan (2002) used Brown and Dell’s method to look for addressee-centered adjustments with genuine (naive) addressees. Contrary to what Brown and Dell found, storytellers adjusted what they said according to whether addressees could see the pictures illustrating the stories. When addressees had no way to infer the instruments—that is, when they had no pictures and the instruments were atypical—speakers were about 10% more likely to mention the instruments in the same syntactic clause with the target action verb. This small but reliable effect suggests that speakers’ choices in early utterance planning are not fully dictated by addressees’ needs, but are not impervious to those needs either.

Other studies have examined the definiteness of referring expressions as signals by speakers about whether information is new or already known. In their studies, Clark and Wilkes-Gibbs (1986; Wilkes-Gibbs & Clark, 1992) reported that speakers were most likely to mark referring expressions as new (with an indefinite article) on the first reference to an object in conversation. Furthermore, the use of indefinite referring expressions was sensitive to addressees’ participa-

tory status in previous conversation (Wilkes-Gibbs & Clark, 1992). In Wilkes-Gibbs and Clark’s study, directors and matchers did a card-matching task while observed by either bystanders (whom directors knew about but could not see) or side participants (who sat close by the director and visibly observed the task). When the side participants or bystanders were later paired with the directors to perform the same task, the directors tended to mark their initial referring expressions as new (with indefinite articles) with matchers who had been bystanders and as given (with definite articles) with matchers who had been side participants. This is a clear adjustment to addressees’ needs because the objects marked as new were new only to the addressees (in immediately previous trials with different matchers, the speakers had used definite references). Consistent evidence that speakers adjust the definiteness of referring expressions to a partner’s needs comes from Lockridge and Brennan’s (2002) experiment: Speakers were more likely to mark their references to instruments as definite when addressees had pictures or when the instruments were typical, and they were more likely to mark references as indefinite when addressees had no pictures and when instruments were atypical.

It is reasonable to ask whether adjusting the definiteness of a referring expression to an addressee’s knowledge is done early or late in planning. Wilkes-Gibbs and Clark’s (1992) and Lockridge and Brennan’s (2002) studies did not control the timing by which speakers made their choices. Both studies examined first spontaneous mentions, which does not of course rule out that speakers may have hesitated prior to a noun phrase in order to complete a monitoring and adjustment process of the sort suggested by Horton and Keysar (1996). Yet in Lockridge and Brennan’s study, the apparent adjustment to an addressee having a picture was made just as often when the first mention of the instrument was in the same clause as the main action as when the first mention was later in the utterance. On the assumption that entities available earlier are lexicalized earlier (Bock, 1995; Lévi, 1989), this suggests that information about addressees’ knowledge was available relatively early on.

In a reanalysis of corpus data presented in Bard et al. (2000), Bard and Aylett (2000) coded referring expressions for definiteness using a hierarchy inspired by Ariel (1990) and Gundel, Hedberg, and Zacharski (1993). When a speaker produced a referring expression for the second time but directed it at a new addressee, the expression was no more likely to be marked as given than it was on being directed to the first addressee. This (null) result is consistent with Clark and Wilkes-Gibbs (1986; Wilkes-Gibbs & Clark, 1992) and Lockridge and Brennan (2002), further supporting a conclusion that the marking of
given and new status using definite and indefinite articles is sensitive to the cognitive state of the addressee, rather than the cognitive state of the speaker alone.

With respect to a different sort of syntactic choice, a series of carefully designed studies by Ferreira and Dell (2000) examined whether speakers make optional syntactic choices in a way that could actually reduce ambiguity for listeners ("ambiguity-sensitive sentence production") or whether these choices are based on what is easiest for speakers ("availability-based sentence production"). In these studies, speakers were prompted to reproduce sentences they had heard earlier in which optional complementizers were either present or omitted (e.g., that in The coach knew you . . .). When these complementizers are absent, such sentences can be temporarily ambiguous for addressees because at least for a moment they allow either a direct object interpretation of the following pronoun (e.g., The coach knew you when you were younger) or a subject interpretation (e.g., The coach knew you were the best tennis player in town). This ambiguity is eliminated when the pronoun has clear case marking (e.g., The coach knew me . . . vs. The coach knew I . . .). If utterance design is availability based, speakers should produce a complementizer to fill the time when the following word is not yet available enough to be articulated, but not when the following word is already activated. If utterance design is ambiguity-sensitive, speakers should be more likely to produce a complementizer when the following word is ambiguous as to case (you rather than I); without the that, the incremental utterance (e.g., The coach knew you . . .) would be temporarily ambiguous to the addressee. Availability was manipulated by which words were used as recall cues. The same paradigm was also used to examine speakers' production of optionally reduced or full relative clauses.

In five of six experiments, Ferreira and Dell had speakers talk into a microphone while facing a screen with a visual display of a deadline within which they had to finish producing the sentence; the experimenter sat next to them. In the sixth experiment, half of the speakers did this while the other half addressed live partners who were given the task of rating the sentences for clarity. The results of all six experiments supported the availability-based (speaker-centered) hypothesis: Speakers were no more likely to use optional function words in ambiguous than unambiguous sentences. However, in the sixth experiment, speakers did produce slightly more (7%) complementizers overall when they spoke to naive addressees (significant by-items but not by-subjects) than when they produced their utterances only for the experimenter. If speakers indeed use more optional function words overall with overt addressees, this could be construed as an adjustment to their needs, albeit not a sensitive one because the use of complementizers was still unrelated to whether the sentences were temporarily syntactically ambiguous. Of course the question remains as to whether the sentence recall task performed with a mute addressee who would later be given a rating task is sufficiently like what speakers do spontaneously with interacting addressees (as the authors themselves pointed out). It is also possible that sentences can be disambiguated using prosody, which was not measured in these experiments.

Next we turn to an innovative experiment by Horton and Keysar (1996) explicitly aimed at teasing apart speakers' and addressees' distinctive (or privileged) knowledge and examining the time course by which knowledge about a partner's knowledge is used. In that experiment, subjects were told that the target object in the context of a background object that they were told an addressee either could or could not see. The addressee was a confederate seated behind a barrier. Speakers appeared to take addressees' knowledge into account only when they were allowed to form referring expressions without time pressure. When placed under time pressure, speakers were just as likely to produce the adjective contrasting the target object (e.g., big in "the big square") from its background object (a smaller square) when the addressee could see the background object as when the addressee could not. These findings were interpreted as supporting a fast, automatic stage of egocentric processing in utterance planning and a slower stage of monitoring and adjusting the utterance for appropriateness. Presumably these two processes could happen in parallel, although Horton and Keysar focused on serial processes of egocentric processing followed by monitoring and adjustment.

This experiment has generated some controversy (see Polchak & Gerrig, 1998; Keysar & Horton, 1998) for several reasons. One critique is that the task afforded no physical copresence between the partners. Speakers in the privileged knowledge condition were required to keep in mind that their partner could see one part of the display (the moving part) but not the other (see Polchak & Gerrig, 1998). It would not be surprising if having to keep track of which information was and was not known to a partner, in the absence of perceptual cues to visual copresence, was disrupted by pressure to speak quickly. In addition, as the target object moved off the subject's screen onto the confederate addressee's screen, it sometimes changed shape (the confederate's task was to identify whether the object was the same as or different from the one the speaker had described), which also violates the physical properties of most shared visual environments. Speakers may be better able to represent and adjust to an addressee's perspective when there is actual or potential physical copresence between them.
In contrast to Horton and Keysar’s findings with adults, Nadig and Sedivy (2000) found that even 5- to 6-year-old children (typically assumed to be more egocentric than adults) take into account the common ground they share with addressees. Children had to refer to a target object within a field of three background objects that included (a) a competitor object similar to the target (e.g., a big and a small cup) that was also visible to the addressee (and so was in common ground), (b) a competitor similar to the target but invisible to the addressee (in privileged ground), and (c) an unrelated object in privileged ground. These conditions provided a similarity control not found in the Horton and Keysar experiment. Children provided informative adjectives to disambiguate the similar targets more often in (a), when common ground included a similar competitor, than in (b), when the similar competitor was in privileged ground, as well as in (c), when there was no similar competitor.

Now we move from the level of word and syntax choices to variations in articulation. A series of studies by Bard et al. (2000; Bard & Aylett, 2000) presented evidence that articulation is an egocentric process, in which intelligibility is adjusted based not on what addressees have heard previously, but on what speakers themselves have heard. They compared intelligibility of repeated words by the same speaker talking to two different addressees in succession, finding that speakers shortened repeated words on re-referring, even though their second addressee was hearing them for the first time. This suggests that speakers do not actually take their addressees’ needs into account when articulating given and new information, despite widespread assumptions to the contrary (e.g., Nootenboom, 1991; Samuel & Troicki, 1998). With the same corpus, Bard and Aylett (2000) found that, although speakers adjusted the definiteness of their descriptions to new addressees, they did not adjust their articulation, which Bard and Aylett argued supports the dual-process model. Unfortunately, the corpus didn’t enable an important control: repeated mention to the same partner. That is, intelligibility degraded slightly with a new partner, but it might have degraded even more with an old partner. Recall that McAllister et al. (1994) found that repeated words had shorter durations in dialogues (with an addressee present) but not in monologues, suggesting that partner adjustments may be possible at the articulatory stage after all.

4. INTERACTIVE SPOKEN DISCOURSE

A study by Schafer, Speer, Warren, and White (2001) examined the use of prosody in a task-oriented discourse context, finding that speakers indeed used prosody to disambiguate prepositional phrases with high versus low attachment, but that the use of this prosodic contrast was independent of whether the prepositional phrase would actually have been ambiguous to addressees in the syntactic context.

In sum, the evidence about whether and how speakers adjust to addressees is mixed, due in part to the difficulty of teasing apart the addressee’s knowledge from the speaker’s, to variations in how co-present the partners are and how realistic the tasks are, to other confounds and missing controls, and to the difficulty of interpreting null effects. It seems clear that some types of adjustments are more feasible than others. Taken at face value, the findings suggest that articulation and some syntactic choices are more automatic and less influenced by addressees’ needs than are other syntactic choices, referring expressions, and their marking as definite or indefinite.

Effects of Speaker’s Knowledge on Addressees’ Interpretation

An extensive program of experiments by Keysar and colleagues has tested whether interpretation is restricted to only that information presumed to be in common ground or whether privileged knowledge (information known only to the addressee) interferes. In the first Keysar et al. (1998) study, subjects who acted as addressees were given information on a computer screen (e.g., “Rachel delivered the sofa”) with which to answer yes or no to confederate speakers’ questions (e.g., either “Did Rachel deliver the sofa?” or “Did she deliver the sofa?”). The questions were prerecorded (but were assumed by subjects to be live) and delivered over an intercom. Subjects also had a second task in the guise of increasing their memory load; they had to remember a second statement that was presented right after the relevant information (e.g., “Marla delivered a cake”). They were told this information was irrelevant to the task and unknown by the speaker (making it privileged to the subject). The key comparison was whether subjects would be slower to answer questions containing pronouns that were ambiguous between referents in the shared and privileged sentences. Indeed, the privileged information (e.g., Marla) interfered with the information in common ground (e.g., Rachel) in the pronoun/same gender condition, yielding longer latencies and increased errors.

In the second Keysar et al. (1998) study, a live confederate served as speaker and the addressee’s gaze was tracked, replicating the interference of privileged knowledge. These results were used to rule out a restricted search hypothesis, concluding that addressees do not restrict
their search for referents to only that information presumed to be in common ground.

In both of these studies, however, the privileged information that competed with the information in common ground was not only ambiguous, but strongly favored by recency. It would have been remarkable if subjects had been able to suppress this salient information entirely; interference between similar items is pervasive in the human memory system. The question remains: If both privileged information and common ground were to start on a level playing field, would common ground tend to be consulted first?

In a study with a confederate speaker speaking from a script to naive addressees (Keysar, Barr, Balin, & Brauner, 2000), a vertical display of see-through cubbyholes held objects that were either visible to both speaker and addressee (common ground condition) along with objects occluded from the speaker (addressees' privileged ground condition). The goal was to test a version of the optimal design principle—that addressees would search only common ground when the speaker made a reference that was ambiguous between an object in common ground and another in privileged ground. Addressees' first looks were not limited to what was in common ground, but went to objects in privileged ground just as often. The authors concluded that initial processing is egocentric.

However, in this study the critical instructions were biased in favor of the objects in privileged ground over those in common ground. That is, with "put the smaller doll. . ." there was only one large doll, a smaller doll in common ground (the speaker's "intended" referent), and an even smaller doll in privileged ground (for discussion, see Hanna et al., 2002). The Hanna et al. (2002) study removed this bias so that the privileged object was not the most typical referent for the critical referring expression. When this bias was removed, first looks were made significantly more often (although not solely) to the object in common ground than to the one in privileged ground. This indicates that common ground does not operate only as a late filter, but can be used in the earliest moments of processing.

Apparently small children can use common ground in comprehension as well. To return to Nadig and Sedivy's (2000) eye-tracking study, 5- to 6-year-olds were instructed to pick up a target object (e.g., the cup) when there was (a) a similar competitor also visible to the speaker that rendered the expression ambiguous (e.g., a second cup), (b) a similar competitor that was visible only to the child and thus in privileged ground, and (c) an unrelated competitor. The children's eye movements showed significant numbers of looks to the similar competitor in (a) (where the reference to the cup was felicitous), but no interfer-

ence from the similar competitor that was invisible to the speaker in (b). This evidence is consistent with the interpretation that common ground helps constrain the interpretation of referring expressions from the earliest moments of processing; the fact that it can do so in children this young is remarkable.

Interpreting the Findings About Speakers' and Addressees' Apparent Adjustments and Failures to Adjust

These empirical findings leave us with the proverbial problem of deciding whether the glass is half full or half empty. Should speakers and addressees be characterized as adapting to each other well or even adequately? Or should they be considered mired in egocentricity? The trouble is that data from the same studies can be given alternate spins, either focusing on people's successful adaptations or on their mistakes.

Consider the data from Clark and Schafer's (1987) study, in which pairs of undergraduate friends were given the task of describing campus landmarks for each other in ways that would conceal their identity from overhearers. They managed to develop successful private keys about 50% of the time. But the rest of the time they leaked far more than they realized; overhearers could guess the referents fairly accurately based on descriptions the pairs thought would be private (like "This is where someone wanted to put my teddy bear" to refer to a fountain). One spin on these results is that students were moderately successful at concealing information from others, but the alternate spin is that they made a great number of errors.

Or consider Lockridge and Brennan's (2002) finding that speakers adapt to their addressees' needs in instrument mention. The raw percentage of adaptation, although statistically reliable, was actually fairly small; speakers were 10% more likely to mention atypical instruments early in syntactic planning when addressees lacked pictures. Again, one spin is that speakers adapted to their listeners; another is that the adaptation was relatively modest.

The truth of the matter is obviously that people can fail to adapt to each other. We have all been in situations where speakers have seemed oblivious to the knowledge or informational needs of their audiences; think of the jargon-spewing lecturer who assumes too much (or the condescending lecturer who assumes too little) or the person in the cinema who somehow can't seem to whisper. And we have all been in situations when addressees have failed to consider the source as they interpreted speakers' utterances, finding insult where none was intended, misinterpreting small talk as serious talk, or assuming they
understand what is beyond their level of expertise. Experimental findings on referential communication from the beginning have demonstrated that people don’t adapt to each other in every way they possible could. Glucksberg et al. (1966) found that 4-year-old speakers in a dyadic communication task produced messages that were unintelligible to others, although the messages were intelligible to the speakers. More recently, Russell and Schober (1999) found that speakers who were not informed that their partners’ task goals differed from theirs persisted in assuming that their partners shared their goals, ignoring mounting evidence in the discourse that there were problems (see also Schober, 1998b).

In fact, although people can form effective conceptual pacts that allow them to refer efficiently in the task at hand, there is no guarantee that successful referring entails truly aligned conceptualizations. Sometimes people in conversation do not detect important mismatches. In studies of how respondents in standardized surveys comprehend seemingly banal questions about facts and behaviors (Conrad & Schober, 2000; Schober & Conrad, 1997), respondents interpreted ordinary words like *furniture*, *bedroom*, and *job* quite differently than the survey designers intended a substantial portion of the time (see also Belson, 1981, 1986). It almost never occurred to survey respondents that their interpretations could possibly be different than the interviewers’, even with extensive instructions to that effect. Survey respondents seemed to be relying on a *presumption of interpretability* (Clark & Schober, 1991)—that if their own interpretation was insufficient, the interviewer would have somehow made this clear.

The moral seems to be that people’s apparent success at a communicative task doesn’t in and of itself provide evidence about how—or if—they have taken each other into account. For example, in one study, survey respondents who were asked “Have you smoked at least 100 cigarettes in your entire life?” answered “yes” or “no” without hesitation; they seemed to be communicating successfully. Although they never suspected that their notions of what counted as smoking (finishing cigarettes? taking a puff?) or cigarettes (tobacco? marijuana? cloves? cigars?) might differ from other people’s, 10% of them changed their answer to the question when provided with a uniform definition later (Suessbrick, Schober, & Conrad, 2000). Similarly, people’s communicative failure doesn’t show that they haven’t taken each other into account. For instance, when speakers in phone conversations suddenly discover that they don’t mean the same person by a proper name, it often isn’t because they have failed to assess their partner’s knowledge appropriately, but rather that they have failed to produce an appropriate cue to that knowledge (Horton & Gerrig, 2002).

4. INTERACTIVE SPOKEN DISCOURSE

CONCLUSIONS

Much remains to be discovered about when and how speakers and addressees adapt to each other. In particular, we know little about the mental representations involved in partner adaptation. When there is a model of a partner’s characteristics or beliefs, we don’t know how elaborate or coherent it is, nor what role it plays in cognition in general. We don’t know exactly how detailed the representation is, how specific it is to an individual, or how often it is updated.

What is striking from the literature on how and when speakers and addressees take each other into account is how much more complex the issues are than they at first seem. Given the complexities, it seems naïve to imagine that we can determine, across discourse contexts, and for a particular aspect of language use (say word selection in production), what sorts of adaptations always occur. Presumably the adaptations vary according to conversationalists’ (chronic or momentary) attentional capacities, discourse goals, interest in taking their partner’s perspective, and so on. It is tempting to set the research agenda in traditional terms: to examine the limits on what speakers could do. That is, if we could discover that one aspect of processing is entirely modular and can’t allow initial partner adaptation, this would constrain our theory of just how much speakers can adapt. But such a research agenda is problematic, not least because it leads to a search for null findings (and it is logically impossible to show that something isn’t possible). A traditional research agenda would also require researchers to generalize across too many unspecified variables, as any one experimental setting can only look at one small corner of the space of possibilities.

The evidence so far suggests that adaptation doesn’t seem to be an all-or-nothing phenomenon at any level; people can be shown to adapt under some circumstances and not to adapt under others at virtually every level of language use—from higher discourse-level functions to articulation. Thus, we propose, the more fruitful research agenda is to explore the factors that affect conversationalists’ adaptations in particular circumstances—the sorts of tasks, individual ability differences, discourse goals, and so on that affect when and how partners can adapt to each other.

Systematic research always requires trade-offs between naturalism and experimental control. But the methodological issues in studying interactive spoken discourse are particularly thorny because the challenge is to model people’s individual mental processes while they are simultaneously involved in the collective activity of conversation. The trade-offs that experimental psychologists often make—for example,
having participants listen to prerecorded disembodied utterances so as to control the stimulus—simply won't do for studying processing during interactive discourse because the prerecorded utterances aren't contingent on the participants' actions. An interacting scripted confederate may be effective for some purposes, but only if the confederate's conversational feedback is as contingent and plausible as a native partner's would be. The tasks prescribed by an experimenter are necessary for control, but unless these tasks contact what people do naturally during communication they may not generalize. Obviously intrusive online tasks like lexical decision are unsuitable for studying interactive discourse. The use of relatively nonintrusive head-mounted eye-tracking devices is extremely promising, but the eye-tracking method brings its own methodological challenges. Ultimately, a complete theory of when and whether partners adapt to each other in conversation requires researchers to use a wide variety of tasks that involve different kinds of goals and affordances.

An even greater challenge is to be clear about theoretical distinctions that haven't always been made. Researchers must distinguish individual and mutual knowledge. They must be clear about what sorts of common ground and individual knowledge are involved in any particular interaction. Perceptual copresence, for example, potentially provides several kinds of information, any of which might make a difference in processing: participants can gain knowledge about their partners by seeing whether they look confused, what they appear to be looking at or pointing to, what progress they have made in a task, and so on. Experiments that set up situations in which conversationalists can both see some of the same physical objects while individually seeing privileged competitor objects need to be clear about the relative salience of those objects (how typical they are, how relatively well they fit the referring expressions, how recently they were mentioned, and how they were previously mentioned). Studies examining situations where speakers have common ground based on linguistic copresence or community co-membership must be clear about exactly what sorts of inferences participants must make, taking care that the experimental demands aren't too different from real-life attentional demands.

Finally, experimenters need to recognize that laboratory settings themselves are social situations with their own logic and intentional structure (for explicit discussion, see Schwarz, 1996, 1998). To the extent that experimental participants recognize that there is an extra agenda-laden audience—the experimenter—for anything they do in the lab, the seemingly simple two-participant experiment may actually become a complex multiagent situation in which any utterance may involve more than one level of intentionality. How people adapt to their partners in such circumstances may or may not reflect what they would do unobserved. The challenge for studies of interactive spoken discourse, then, is to make appropriate design trade-offs and really understand the language game in which experimental participants find themselves.
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